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ABSTRACT
SVM (Support Vector Machine) is a concept in statistics and computer science for a
set of supervised learning methods related to each other for classification and regression
analysis.

SVM is a binary classification algorithm, Support vector machine (SVM) to build a
hyperplane to classify the data set into two separate classes.

A hyperplane is a function similar to the line equation, y = ax + b. In fact, if we need
to classify a dataset with only two features, the hyperplane is now a straight line.

In terms of ideas, SVM uses tricks to map the original dataset to more dimensional
spaces. Once mapped to a multidimensional space, SVM will review and select the most
suitable superlattice to classify that data set.

Keywords: binary extraction, two-dimensional space, data classification, data
clustering, data stratification, identification, SVM (Support Vector Machine).

TOM TAT
Trinh bay ve Support Vector Machines
cho van dé nhan dang hai nhém diem trén mat phang

SVM (Support Vector Machine) la mét khdi niém trong thong ké va khoa hoc may tinh
cho mot tap hop cdc phuwong phap hoc co giam sat lién quan dén nhau dé phan logi va
phan tich hoi quy.

SVM la mot thudt toan phan loai nhi phdn, Support vector machine (SVM) xdy dung
(learn) mot siéu phang (hyperplane) dé phan lop (classify) tap dir liéu thanh 2 [6p riéng biét.

Mot siéu phang la mét ham twong tw nhw phwong trinh dwong thang, y = ax + b.
Trong thuc te, néu ta can phan lop tap di liéu chi gom 2 feature, siéu phang lic nay chinh
la mot dwong thang.

Vé ¥ twong thi SVM sir dung thii thudt dé anh xq tdp di liéu ban dau vao khéong gian
nhiéu chiéu hon. Khi da anh xa sang khong gian nhiéu chiéu, SVM sé xem xét va chon ra
siéu phang phu hop nhdt dé phan lop tap dir liéu do.

Twe khoa: trich rut nhi phan, khong gian hai chieu, phdn logi dir liéu, phan cum dir
lieu, phan [6p dir liéu, nhan dang, SVM (Support Vector Machine).
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1. Preamble

Given a training set, expressed in
vector space, where each material is a
point, this method finds the best Super
flat decision that can divide the points
in space into two distinct classes.
Respectively, class + and class -. The
quality of this hyperplane is determined

by the distance (called boundary) of the
nearest data point of each layer to this
plane. Then, the larger the boundary,
the better the decision plane, and the
more accurate the classification.

The purpose of the SVM method is
to find the maximum boundary distance,
which is illustrated as follows.

Figure 1: The hyperplane divides the study data into two classes + and - with
the largest boundary distance. The closest points (circleed points) are the
Support Vector.

2. Research methodology

2.1. Theoretical concept

SVM is actually an optimization
problem, the goal of this algorithm is to
find a space F and Super flat decision f
decide on F such that the smallest
classification error. For the set of
samples {(X1, Y1), (X2, ¥2),... (X, Y9}
with x; € R", belong to the two labels
class: y; € {-1,1} is the corresponding
class label of x; ( -1 denotes class I, 1
denotes grade II).

We have, the hyperplane equation

contains the vector X, in space.

W.X +b=0

#, X. W+ b>0
-1, X. W+ b<0
Represents  the

f(X) =sign(x, W+ b)=

So f( X, )
classification of X, Into two classes as
stated. | say y; = +1 if X, € Class | and

yi = -1 if if X, € Class Il. Then, To

have a super flat f | will have to
Solving the following problem:
Find min HWH with W Satisfies the

following circumstances.
yi(sin (X;i.W + b)) > 1 with vai i € [1,n]

107



TAP CHi KHOA HOC PAI HOC VAN HIEN

TAP 5 SO 2

The SVM problem can be solved
by using the Lagrange operator to
transform the equation into an equation.
An interesting feature of the SVM s
that the decision plane depends only on
the Support Vector and that the
distance to the decision plane is 1/|[w/|-

Even though the other points are
deleted, the algorithm still produces the
same result as the original. This is the
highlight of the SVM method compared
to other methods because all the data in
the training set is used to optimize the
results.

In the case of binary linear
separations, classification is performed
by the decision function f (x) = sign
(cwx> + b), which is obtained by
changing the standard vector i/, which
is the vector To maximize the functional
border. Expanding SVM for multi-

layered layering is still being researched.

One approach to solve this problem is to
build and combine multiple SVM binary
classifiers. (For example, during the

A

4

" 20fthes
O]

training with SVM, the class m class
problem can be transformed into a
differential problem. 2*m class, then in
each of the two classes, the
deterministic function will be defined
for maximal generalizability). In this
approach one can refer to two ways:
one-to-one, one-to-all.

2.2. Two-layer problem with SVM

The problem is to determine the
class function to classify future
patterns, ie, with a new data sample xi,
it is necessary to determine whether xi
is assigned to the +1 or -1 class. To
determine the classifier function based
on the SVM method, we will proceed
to find two parallel hyperplanes such
that the distance y between them is the
largest possible to separate these two
classes into two. The decomposition
function corresponds to the hyperplane
equation located between the two
superimposed flattens.

Inside:
O Points labeled -1

® Points labeled +1

OCorresponds to the
® support vecter

n
»

Figure 2: llustration 2 of the SVM class
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Points that lie on two separable
hyperbolas are called the Support
Vector. These points will determine the
decomposition function.

Consider the simplest
categorization problem - classify the
two subclasses with the training data
set consisting of n samples given in the
form <x,, y; > i = 1.n. Inside x, € R"
IS a vector consisting of m elements
containing the value of m attributes or
characteristics, and y; is the
classification label that can receive the
+1 value (corresponding to the x; form
of the domain of interest) Or -1

Original space

v

(corresponding to the sample x; not in
the field of interest). It is possible to
visualize data as points in mucosal
Euclidean space and be labeled. SVM
is built on the basis of two main ideas.

The first idea: Mapping original
data to a new space is called a
characteristic ~ space  with larger
dimensions such that in the new space
it is possible to construct a hyperplane
that allows the data to be split into two
distinct parts, each consisting of Points
have the same classification label. The
idea of mapping to a feature space is
illustrated below.

Space-specific

v

Figure 3: Mapping data from the root space to zero
Characteristic space that allows data to be partitioned by super flat

Second idea: Among such super-
flat should choose the largest flat margin
with the largest margin. The margin
here is the distance from the hyperplane
to the nearest points on either side of the
hyperplane (each side corresponds to a
classification mark). Note that the

hyperplane is evenly spaced from the
closest points to the different labels.
Figure 4 illustrates the hyperplane (solid
line) with the maximum margin to data
points represented by circles and
squares. Original Space Featured Space.

109



TAP CHi KHOA HOC PAI HOC VAN HIEN

TAP 5 SO 2

o

Sample sounds.

Ultra-smooth
side margin.

. Positive
- samples.

v

Edge.

Figure 4: Super flat with maximum margin that allows splitting
of squares from circles in the feature space

To avoid direct computation with
data in the new space, we use a method
called kernel tricks by finding a kernel
function K such that:

K(d, b) = <d,b> (1)

Using the Lagrangian multiphysics
method and replacing the dot product
of the two vectors by the value of the
multiplication function by formula (1),
the SVM's maximum margin problem
is given to the second mathematical
planning problem as follows:

Find the coefficient vector a =
(g, @y, ... a, ) Allows to minimize the
objective function

W@ = ZZHMR’_{J’ Da @

i=1j=1 i=1
At the same time satisfy the
conditions.

1

Z via; =0 (3)

i=1
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Val0< a; =C (4)

In (2, 3, @), x and vy
correspondingly, the data and the
classification label of the ith training
example, a; IS the coefficient to be
determined. In constraint (4), C is the
maximum number of data points that
are misclassified, ie points located on
this side of the hyperplane but labeled
on points located on the other side. The
use of C allows to correct status of
training data Practice has incorrectly
labeled examples. After the training is
completed, the label value for a new
example X will be computed by.

f(&) = sign (Z via; K(Z, %) + b) (%)
i=1
b is calculated in the following
equation.

T
b=y — Z y;i@; K(fif f;) (6)
j=1
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I is a coefficient that satisfies the

condition: 0 < & < C.

3. Simulation
Application of SVM algorithm for

handwriting numeral identification.

Algorithm:

Input:

- Blood x;

- Stratification strategy;

- Models have been trained,;
Output:

- Label x;

Method

Case Strategy of

Initialization Count[i] = 0; // i=0,..,N-1

LoadModel(OVOModel);
for (i=0; i < N-1; i++)

for (j=i+1; j <N; j++)
Count[BinarySVM(x,i,j)]++;
Count[label]=Max(Count[i]);
LoadModel(OVRModel);
label=-1;

for (i=0; i < N; i++)

{
label=BinarySVM(x,i,Rest);
if(label=i) break;

}

EndCase;

Return label:;

Inside:

BinarySVM(x,i,j); //ls a function of

X in one of two classes i or j

Count[ ] ;// Is a count array to store

the class identifier

Demo program:

@ Kernel Discriminant Analysis for | = x|
File  Help
Samples (input) | Kemel Discriminant Analysis | Classes | Classiﬁcatmn‘
Trainin Testing Settings
Character Label o Character Label Classification Alll
3 =| (@ Gaussian Kemnel
m 0 2 Sigma: 6.2200 £
; 7 2 2 () Polynomial Kermel
? 4 3 3 Degree: 2 B
6 6 1 2 Constant: 0.0000 |=
? 7 ?‘ 7 Keep threshold: 0.00050(/%
{ 1 8 8 Regularization: |0.0001007%
g 3 O 0 Classify
- -

Dataset loaded. Click Run analysis to start the analysis.

Figure 5: Samples (input)
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ﬂ Kernel Discrimi
File Help

Samples (Input) ‘Keme\ Discriminant Analysis |Classes | C\asswﬁcatlonl

Training Testing
Character Label

0

Character Label Classification

2

[N)

Sigma:

() Palynomial Kernel

Degree:

Constant:

Keep threshold:

Regularization

Run Analysis

Classify

O = B~ 00 N WMNOoMNWNWN
O = B~ 00 O WM OooMNWN WM

o

OO OOOTSOOOO0O0O
oo o oooooooloo

3 e > OO M G N OO A3l 3 (A3 NI

Classification complete. Hits: 458/500 (92%)

Figure 6: Run Analysis-Classify

o< Kernel Discri
Eile Help
Samples (Input)| Kemel Discriminant Analysis | Classes | Classification|
Principal Components Eigenvectors Matrix
Component  Eigen Value Propartion E;&:g;:l;t;e .0 0.0080 0.0669 -0.0047 0.0099 -0.0062 0.0011 -0.0137 0.0008 0
-0.0163 0.0182 0.0755 -0.0059 0.0038 -0.0017 0.0124 -0.0249 0.0071 E
1,125,782.555. 021361 021361
-0.0430 00131 0.0808 -0.0037 0014 -0.0052 -0.0017 0.0118 -0.0033
1 858,152.35413 016283 037842
-0.0857 00219 0.1002 0.0193 0.0089 -0.0091 0.0072 0.0195 0.0083
2 810,105.07311 015371 053015
-0.0262 0.0239 0.0837 -0.0088 0.0092 -0.0108 0.0057 -0.017 -0.0246
3 633,756.87832 0.12025 0.65040
-0.0354 0.0246 01287 -0.0109 0.0405 -0.0334 -0.0056 -0.0088 00113
4 556,205.79978 0.10554 075592
-0.0388 00325 0.0905 00115 -0.0051 00032 -0.0019 0.0239 -0.0301
5 419,557.11443 0.07981 083554
-0.0043 0.0250 0.1700 -0.0477 0.0262 -0.0478 0.0323 -0.0131 0.0101
[ 394,077.58770 0.07477 091031
0.0226 -0.0188 -0.0333 0.0185 0.0131 0.0012 -0.0005 -0.0072 0.0084
7 276,371.12917 0.05244 0.96275
-0.0483 0.0570 0.1452 0.0003 00277 -0.0187 0.0008 0.0013 -0.0486
8 196,321.2651 0.03725 1.00000
-0.0297 0.0247 0.0587 -0.0266 -0.0136 -0.0085 0.0085 -0.0069 -0.0003
-0.1085 0.0380 01902 -0.0283 0.0104 -0.0428 0.0378 -0.0389 0.0012
-0.0256 00262 0.0535 -0.0048 00028 -0.0086 0.0089 0017 0ons L
‘Component Proportion Component Distribution
12
10
o 08
g
‘ﬂ pos
< 04
02
0.0
0 1 2 3 4 5 6 7 3 9
Components

Classification complete. Hits: 458/500 (92%)

Figure 7: Kenle Descriminant Analysis
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22 Kemel Discriminant Analysis for g Recognition Nl o o

Eile  Help
Samples (Input)l Kermnel D\scnmmantAﬂalys\sl Classes |f" i
Classes Sample Subset
Number Prevalence Count Index 0 0 0 D 0 O 0 D 0 Q 0
h 0.088 43 0
1 0108 53 1
2 o102 51 2 ¢ 0 0 v 0 0 0 0 bl 0 ]
3 0.094 47 3
4 012 60 4
5 0086 48 5 i 0 0 0 ) ] 4 0 0 0 b
6 0.084 42 6
7 0.106 53 7
8 0.0% 4 8 o] & & ¢ e b 0 0 0 ¢
9 on 55 9

Classification complete. Hits: 458/500 (92%)

Figure 8: Class

2 Kemel Discriminant Analyss for Handwing Recognitior 1 e e S

File Help
Samples (Input) | Kemel Discriminant Analysis | Classes | Classification \
Classification Discriminant functions relative response
9 B |
8 _TTT—
T T
6
A E— |
17}
5 4
5 _TTT——
3 .
Drawing Canvas 2 [T
1 _ TTT——
0 T
= f } f t } t t } }
0% 10% 20% 30% 40% 50% 80% 70% 80% 90% 100%
Relative class response

Classification complete. Hits: 458/500 (92%)

Figure 9: Classification
4. Conclusion although all the objectives have been

The paper aims to achieve high  considered, so some issues remain
accuracy of data classification, incomplete. However, the article also
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achieved some results. Study and
present the theoretical basis of the
SVM method. This is the most efficient
method of classification that has been
studied the most recently. Analyze
solutions that allow for extensibility
and enhancements to improve
application performance of SVM.

possibility of SVM to solve multi-layer
classification problems is not trivial.
Neck Many strategies are proposed to
extend the SVM to the multi-tier
classifier problem. The strengths,
weaknesses vary depending on the
specific type of data. Until Now, the
selection of stratification strategies is

the

[1]

[2]

[3]

[4]

[5]

[6]
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Binary nature is also a limitation of

usually conducted on a real basis

SVM, the expansion of the Experience.
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